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Abstract—As wind penetration increases in power systems
around the world, new challenges to the controllability and oper-
ation of a power system are encountered. In particular, frequency
response is impacted when a considerable amount of power-elec-
tronics interfaced generation, such as wind, is connected to the
system. This paper uses small-signal analysis and dynamic simula-
tion to study frequency response in power systems and investigate
how Type-3 DFAG wind turbines can impact this response on
a test power system, whose frequency response is determined
mainly by a frequency-regulation mode. By operating the wind
turbines in a deloaded mode, a proposed pitch-angle controller is
designed using a root-locus analysis. Time simulations are used
to demonstrate the transient and steady-state performance of the
proposed controller in the test system with 25% and 50% wind
penetration.

Index Terms—DFAG wind turbine, frequency response, linear
analysis, pitch angle control, root-locus analysis, wind generation.

I. INTRODUCTION

T HE installed capacity of wind generation in power sys-
tems around the world has experienced an upward trend

during the past decade and the growth is expected to continue. In
the US, wind generation capacity has represented 33% of all ca-
pacity additions since 2007. States like Iowa and South Dakota
have a percentage of in-state generation due to wind above 25%
and the nationwide total was about 4.1% by the end of 2013
[1]. The total installed wind-turbine (WT) capacity in the US
by the end of 2013 was over 61.1 GW with more than 12 000
MW under construction [2].
This reality poses new challenges for the operation of power

systems mainly because wind power plants interact differently
with the grid. In particular, system frequency response would
decrease as the power-electronics interface decouples the WT
rotor inertias from the grid [3], [4].
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A. Related Work

Various approaches have been proposed in the literature to
enable frequency regulation inwind turbine generators (WTGs).
These methods can be roughly divided in two categories: those
that emulate inertial response by extracting extra power from
the WT rotor inertia should a frequency drop occurs and those
that deload the wind turbine to provide headroom for frequency
regulation.
The investigations in [5]–[12] provide inertial response by

changing the torque setpoint to release the rotor kinetic energy,
allowing the WT rotor speed to decrease. This control action
reduces the frequency dip and the rate of change of frequency
[6], [7]. However, the extra power provided by this inertia em-
ulation approach is only temporary for up to 10 s, and does not
impact the steady-state frequency [13].
Frequency regulation results falls mainly into two groups:
1) deloading of the WTs by pitching the rotor blade angle

[14]–[17], and
2) operating the wind units at a suboptimal rotor speed for

maximum energy capture [15]–[22].
The droop settings in most of these investigations are based

on prespecified droop schedules. Deloading of WTs is not prac-
ticed currently due to potential loss of revenue. However, be-
cause interconnection standards are starting to require wind gen-
eration to provide frequency response the same way conven-
tional generation does [23]–[26], deloading may be an option
for wind energy producers to comply with these requirements.
In addition, the loss in revenue can be compensated by enabling
theWTGs to participate in the frequency regulationmarket [27].
Thus the results in this paper pertain to the latter case.

B. Approach and Contributions

This paper provides a systematic investigation on the design
of Type-3 DFAG wind turbine blade pitch control for frequency
regulation response in a 4-machine power system and a larger
10-machine system. The proposed blade pitch controller con-
sists of two parts: 1) a frequency droop control similar to the
governing function in a steam turbine, and 2) a transient gain
controller similar to the inertia emulation function [28] to en-
hance the initial response. Such a two-part controller for WTs
has also been proposed in [29]. The contributions of this paper
include:
1) The proposed controller can be readily implemented on ex-

isting WTG controllers, without requiring additional actu-
ators. It uses the frequency deviation to update the WTG
power order to command the existing blade pitch controller
to adjust the pitch angle.
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2) The proposed controller can operate with a variable head-
room and does not rely on a fixed droop schedule.

3) WT simulation studies are supplemented by analysis on a
linearized model of the nonlinear power system and WTs,
allowing a root-locus analysis to be performed for tuning
the controller gains.

4) The control design is based on the frequency regulation
mode in the test system, which is tuned to resemble US
power grid frequency response.

5) The WT frequency regulation performance is verified for
50% wind penetration.

6) The proposed controller shows good frequency regulation
performance in wind perturbation analysis and for a real-
istic wind profile.

C. Outline
This paper is organized as follows. Sections II and III outline

the conventional approach to frequency control and the effects
of integrating wind with 25% penetration, respectively, on a test
system. Section IV describes a method for enabling frequency
response in WTs. Section V presents the proposed control in
an increased penetration level of 50%. Finally, conclusions and
future work are stated in Section VI.

II. FREQUENCY CONTROL OVERVIEW

Frequency must be kept in a tight range for a power system
to operate efficiently and reliably. It is a global variable such
that generation-load imbalance is visible throughout the entire
grid. In order to regulate frequency, power system operators
need both controllable generation and load to react to changes
in generation or load. The control actions are usually applied in
different stages and time frames in a control continuum [30] as
described in Table I. The rows in Table I correspond to classifi-
cations on how the generation and load should respond and the
appropriate time frame.
This paper addresses the primary frequency control (or

frequency response) which is provided by generators adjusting
their power production due to governing actions and load
changes.

A. Frequency Response Characteristics
Fig. 1 shows a typical response of the primary frequency con-

trol of a power system for a loss-of-generation event. The most
important factors to take into account in the frequency response
are:
• Rate of Change of Frequency (RoCoF)—a factor that
determines how fast the frequency is decreasing and should
not be above certain limits as strong decelerations may be
deleterious for generators [31].

• Frequency nadir—themaximum frequency excursion be-
fore frequency starts to recover, which is determined by the
frequency difference between Points A and C in Fig. 1.

• Settling frequency—Point B in Fig. 1 is the frequency to
which the primary frequency control stabilizes.

An important parameter describing the frequency response of
the system is Beta ( ) or the stiffness of the system [32]. It is
the rate of change in generation (or load) with respect to the
resulting change in frequency. A higher value of translates

TABLE I
CONTROL CONTINUUM (TAKEN FROM [30, TABLE 1])

Fig. 1. Typical frequency excursion of a power system for a loss of generation
event.

Fig. 2. KRK two-area system modified to include a small generator.

into a smaller frequency change for the same load or genera-
tion disturbance. The measured value of is reported to have
decreased in the Eastern Interconnection [33] and in the Texas
Interconnect [34].

B. Small-Signal Analysis

In this paper we will demonstrate that the frequency response
of a power system can be effectively studied using small-signal
analysis tools along with conventional nonlinear dynamic simu-
lation. A modified version of the Klein-Rogers-Kundur (KRK)
two-area, four-generator system [32], [35] will be used as the
test system. The linear analysis and nonlinear simulation are fa-
cilitated by the MATLAB-based Power System Toolbox (PST)
software [36]. The linear model allows the use of the eigen-
values for tuning the frequency governing controllers and the
eigenvectors for tracking the contents of the frequency regula-
tion mode.
1) Test System Specifications: Fig. 2 depicts the KRK system

used throughout this paper and Table II contains its load and
generation specifications. The KRK system was modified to in-
clude a small Generator G5, on Bus 13, in the middle of the
transfer path. The tripping of G5 is the loss of generation event.
Because of its location, tripping G5 would not excite the inter-
area mode. In the test system, the power production in each area
roughly equals its consumption making the power transfer be-
tween the areas significant only during disturbances.
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Fig. 3. Simple turbine governor model.

TABLE II
TEST SYSTEM GENERATOR AND LOAD DATA (BASE OF 100 MVA)

All five generators in this system are described by a subtran-
sient model comprising 6 states. All generators are equipped
with turbine governors shown in Fig. 3 modeled using 3 states,
and Type-ST3 exciter [37] also defined by 3 states. Generators
G1 and G3 at Buses 1 and 3, respectively, have PSS with 3 states
each. Hence the total number of nonlinear differential equations
of the system is 66. A modal analysis of the system consists of
linearizing these differential equations with respect to the equi-
librium operating point to obtain a linear system

(1)

For the test system, is a matrix of dimension 661 and contains
all the modal information of the system. Note that dead-bands
in controllers are ignored in the linearization process.
Furthermore, in order to match the frequency response in

Fig. 1, the loads L17 and L19 on Buses 17 and 19, respec-
tively, have to be made sensitive to voltage and frequency. In
this work, the frequency dependence component is ignored, as
frequency variation of less than 0.02% is small. Because the ac-
tual bus voltages are computed, the loads are modeled with a
combination of constant power (CPL), constant current (CCL),
and constant impedance (CIL) as specified in Table II. Although
the non-conforming loads do not require differential equations,
the network solution has to be solved using iterations. With the
chosen load composition values, the frequency response due to
the loss-of-generation scenario is similar to the typical WECC
frequency response presented in [30].
2) Test System Frequency Response Analysis: All the fre-

quency response analyze in this paper are based on the following
event: trip of Generator G5 at 0.5 s. This event implies a loss of
about 3.75% of the total generation.
For this event we performed a study on how different gener-

ator parameters and load modeling characteristics affect the fre-
quency response of the system and how they affect the modes

1The system size is 54 when G5 is tripped. However, since G5 is small com-
pared to the rest of the system, the modal property of (1) is largely preserved.

Fig. 4. Frequency response variations for synchronous machine parameter
changes. (a) Poles of the systems. (b) System frequency (Hz). (c) Poles of
the systems. (d) System frequency (Hz). (e) Poles of the systems. (f) System
frequency (Hz).

of (1). The left column of Fig. 4 show the eigenanalysis re-
sults as affected by –the droop gain of the governors, the speed
at which the generator governors can act, and the sensitivities
of the loads. This analysis shows that the eigenvalues that are
most affected by these parameter changes are a complex pair
at , a well-damped mode with a frequency
of 0.1047 Hz. A participation factor calculation [38] shows that
many states, include the generator speeds, turbine power frac-
tions, and internal voltages2 of all the machines, participate in
this mode. Thus it is referred to as the frequency regulation
mode. This mode is also impacted by the wind turbines partici-
pating in frequency control.
The results of the nonlinear simulation in the right columns

in Fig. 4 are well known and are introduced here to show the
linkage with those of the linearization in the right column. They
show that both the frequency nadir and RoCoF are affected by
these parameters. The settling frequency is not affected by the
amount of inertia or the speed of the governing action, but it is
affected by the governor droop gain as well as the load charac-
teristics. Note that the responses shown in these plots are pri-
marily due to the frequency regulation mode.

III. FREQUENCY RESPONSE FOR TEST SYSTEM
WITH WIND GENERATION

In this section we will discuss how wind generation integra-
tion affects the frequency response of the test power system at
25% wind penetration.

2The machine voltage variables participate in this mode because the power
consumption of the loads is a function of the bus voltages.
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Fig. 5. Schematic diagram of the active power control part of the WTGmodels
in [28] and [39]. The controllers proposed in this paper are shown inside the
dashed lines.

A. WTG Model

The Type-3 doubly-fed asynchronous generator (DFAG)
model is used for the wind turbine-generator (WTG) and
implemented in PST [39]. It is a functional model that has
been validated in previous works [40]–[44] and has been used
extensively in wind studies [10], [12], [45], [46]. In this paper,
individual wind turbines are lumped into a large aggregated
wind turbine [28], [47]. Thus the impact of the wind turbine
layout and the wind speed variations for individual wind
turbines are not considered. The DFAG technology allows a
wind turbine to operate at variable speed and respond to a
time-varying wind profile as an input. The model also takes
into consideration the physical limits of the machine such as
the maximum and minimum pitch angle, power injection and
their respective rates of change.
The power transfer of DFAGs occurs through power-elec-

tronics interfaces that can be modeled as a controlled current
injection to the grid [28]. The power-electronics interface also
allows the independent control of the active and reactive power
current outputs from a DFAG.
Fig. 5 shows a simplified block diagram of the active power

control of the WTG model [28]. The main inputs to this block
are the wind profile ( ), the electrical power injected by the
WTG ( ), and the desired power output value . The
output is the desired active current injection . The active
power control dynamics are determined mainly by three indi-
vidual control functions, consisting of the following PI con-
trollers:

Pitch Control: (2)

Pitch Comp (3)

Torque Control (4)

The control gain values in these equations are obtained from
[28]. They will be used as the nominal values for design tuning.
Note that the wind-up limits and filtering functions are not
shown in these equations.
In this paper, the reactive power control of the WTG is as-

sumed to regulate the terminal bus voltage.

Fig. 6. Frequency response of the test system as affected by a wind penetration
of 25%. (a) Poles of the systems. (b) System frequency (Hz).

B. Test System Simulations

In the 25% wind penetration scenario, Generator G4 is re-
placed by a Type-3 WTG of the same rating. The system now
consists of 71 states of which 17 belong to the WTG. The WTG
is subject to four different wind speeds, , 10.5, 11,
and 12 m/s. The maximum power that can be extracted from
these wind speeds exceeds 6.738 pu required for the WTG. As
a result, the pitch angle is controlled to keep the additional avail-
able power as reserve.
Fig. 6(a) shows the variation of the frequency regulation

mode for these different wind conditions, which indicates that
the addition of the WTG changes moderately its damping and
frequency. The loss-of-generator G5 event was simulated for
the four wind conditions, and the time responses are shown
in Fig. 6(b). At all wind velocities, the steady-state frequency
regulation with the WTG is worse than the no-WTG system. At
high wind speeds, the WTG is able to achieve the same level of
nadir compared to the no-WTG system, due to the pitch-angle
controller and the current injection interface.

IV. PROPOSED FREQUENCY CONTROL FOR WTG

This section investigates options of frequency control for
WTGs and presents a new approach to achieve frequency con-
trol using the WTG Type-3 model described in Section III-A.

A. Enabling Frequency Response in WTGs

Frequency control during a loss of generation somewhere else
in the system requires a WTG to provide additional electrical
output power either in the short term (5–10 s) or for a longer
term (30 s or more). There are two basic mechanisms to do so:
1) Operate the WTG in the conventional maximum energy

capture mode and release energy stored in the WT rotor
inertia should a frequency event occur: Because releasing
inertia energy decreases the generator speed, a recovery
period, in which the WTG produces less power than the
nominal [13], is needed to restore the generator speed.3 The
recovery period does not appear in the case the WTG is
operating at rated power with a high wind speed.

2) Operate the WTG in a deloaded manner: Deloading can
be achieved by either operating the WTG at an suboptimal

3Note that WTGs cannot stably produce the same amount of energy if its
speed is not restored to normal, as a lower speed translates into less mechanical
power capture.
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Fig. 7. Pitch angle and related functions. (a) . (b) . (c) . (d)
.

generator speed or pitching the blade angle to intention-
ally spill power, so that the reserve energy can be used for
frequency regulation. This paper investigates the latter op-
tion of controlling the pitch angle to respond to system fre-
quency changes, using an optimal generator speed deter-
mined by [28]

if
if (5)

where corresponds to the output power of the WTG.
In the context of the proposed design when the WTG is
operating at a high power level, is kept at 1.2 pu.

The proposed pitch angle control modifies the setpoint value
of (or ) to match the power output as required by
the power flow solution (corresponding to ). The controlled
pitch angle is moved from to

(6)

where is the WTG output power, is the desired power
headroom, and is the wind speed input of the WT. The func-
tion is built on the wind capacity function [Fig. 7(a)] and
the power captured from wind by the WT [Fig. 7(b)]

(7)

by setting

(8)

and , a minimum wind speed to provide the desired
headroom is determined. If the wind profile is above ,
can be determined using again (7) but with and the
actual wind speed .

B. Governing Control
In a deloaded mode, the pitch angle of a WTG is made to re-

spond to frequency variations, akin to the governing function in
conventional steam and hydro turbines. A proportional control
structure shown in Fig. 8 is used to generate an supplemental

Fig. 8. Proportional control to enable frequency response in WTG.

Fig. 9. Root Locus and time responses for proportional frequency control. (a)
Root locus . (b) System frequency (Hz).

power order . The purpose of the deadband in Fig. 8 is
twofold: first, it prevents the control from acting on small fluc-
tuations (noise) and second, it makes the controller unrespon-
sive to excess of generation events as these are less problematic
when connecting wind into the system. This controller needs to
be integrated into the existing WTG control without changing
the structure of the multiple PI controllers, although the tuning
of the PI controller gains may be necessary.
1) Controller Structure and Implementation: As shown in

Fig. 5, the electric output power is set to follow the dis-
patched power setpoint ( ). Thus the supplemental control
signal that is responsive to the frequency deviation should
be added to ( ), as shown in Fig. 5. Adding to any
other injection points in the control diagram will result in the
integrators in the controller blocks (2)–(4) cancelling out the
effect of in steady state. This implementation will add to
the pitch compensation of (3), and will guarantee modifications
in the mechanical power captured from the wind to provide ad-
ditional . In cases when the frequency deviation is high,
the integrator in the pitch compensator will be limited by the
wind-up limit once the pitch angle reaches zero.
Fig. 9(b) shows the frequency regulation for the 25% wind

penetration scenario described in Section III-B, when the pro-
posed controller ( ) has been implemented in the
WTG at Bus 4. The gain is chosen to ensure that
the WTG participates strongly in frequency regulation after the
trip of Generator G5. The results show a clear improvement in
the frequency nadir and settling frequency compared to the case
theWTG is not regulating frequency ( ). How-
ever the simulation also shows that low frequency oscillations of
the power system appear as the wind speed, and hence the head-
room, is increased. This behavior is confirmed by a root-locus
analysis shown in Fig. 9(a) that when increases the fre-
quency regulation mode moves towards instability.
Attempts to improve the damping of the frequency regulation

mode by adding phase compensation (like in PSS design) to the
controller in Fig. 8 were not successful, as the design impacted
unfavorably the interarea mode (located at ) of
the KRK system. As a result, the impact of the control gain pa-
rameters of the 3 PI controllers (2)–(4) on the frequency regu-
lation mode is investigated.
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Fig. 10. Frequency regulation mode variations for changes in different WTG
control parameters. Solid lines indicate the variation when the parameter is in-
creased while dashed lines show the variations when it is decreased.

TABLE III
WTG CONTROL PARAMETERS SPECIFICATIONS IN FIG. 10

Fig. 11. Root Locus and time responses for proportional frequency control for
the pitch control proportional constant . (a) Root locus

. (b) System frequency (Hz).

2) WTG Control Model Parameter Adjustment: The design
idea is to perform a sensitivity analysis on the control parame-
ters of the WTG4 to check whether they can be changed to im-
prove the damping of the frequency regulation mode. Fig. 10 is
a root-locus plot showing the impact of varying the integral and
proportional control parameters in (2)–(4) on the frequency reg-
ulation mode. The starting and ending values of these parame-
ters are shown in Table III. The results suggest that increasing
only the proportional constant will suffice to improve suf-
ficiently the damping on the frequency regulation mode.
Fig. 11(b) shows the results for the same scenario as that of

Fig. 9(b) but with . The simulation shows that the
oscillation due to the frequency regulation mode is no longer
present at high wind speed conditions. Fig. 11(a) indicates a
reduction of the sensitivity of the frequency regulation mode
to the proposed frequency control gain.

4This aspect for a subset of control parameters was investigated in [10] via
time simulation.

Fig. 12. WindINERTIA like control diagram.

Fig. 13. Frequency regulation mode as affected by the transient correction pa-
rameters and . (a) Root locus—parameter . (b) Root locus—pa-
rameter .

TABLE IV
PROPOSED AND GE RECOMMENDED WINDINERTIA PARAMETERS

C. Wind Inertia Control

The main purpose of the controller is to improve the
steady-state frequency response, although it offers some benefit
in improving the frequency nadir. To further improve the fre-
quency nadir (and RoCoF) of the system, it is desirable to add a
transient frequency response controller that would not adversely
affect . The design idea is to introduce a rate control which
will respond quickly to frequency variation. To this end, the
control structure of the WindINERTIA control proposed for GE
Type-3WTGs is adopted (Fig. 12). Note that in steady state, this
controller will not be active. Thus it is appropriate to add this
control signal to the injection point, as shown in Fig. 5, be-
cause in this configuration, theWTGwill boost its power output
immediately. Although the controller structure is not new, a con-
tribution of this paper is to show that the wind inertia controller
design can be established via a root-locus analysis.
The differences between the gains of the proposed wind in-

ertia controller and WindINERTIA in [28] are summarized in
Table IV. The proposed control does not furthermodify any con-
trol parameter of the model: it keeps the modification on
in place whereas WindINERTIA [28] requires the modification
of , , . Parameter is increased so the WTG
responds faster to drops in frequency to mitigate the initial fre-
quency drop, and the washout time constant is slightly
increased. Fig. 13 demonstrates that the proposed transient con-
trol configuration does not alter the stability of the system as the
frequency regulation mode is hardly affected by or .
Note that the system now has 73 states as the wind inertia con-
troller is described by 2 states.
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Fig. 14. Comparison between different frequency control schemes for different
wind speeds. (a) . (b) . (c) .

TABLE V
FREQUENCY RESPONSE COMPARISON AT

D. 25% of Wind Penetration Control Comparison
The test system with 25% wind generation penetration,

where a Type-3 WTG is connected at Bus 4, is simulated
for the trip of Generator G5 event to illustrate the various
control designs proposed in this paper. The results presented
in Fig. 14 and summarized in Table V indicate that regulating
frequency with WTG is possible by using a properly tuned
proportional control. They further show that the wind inertia
controller in Section IV-C clearly helps with the frequency
nadir.

V. INCREASED WIND PENETRATION
This section shows the application of the proposed control de-

sign to the test system with 50% wind generation penetration, in
which Generators G2 and G4 are substituted by Type-3 WTGs
of the same rating. This modification implies that wind genera-
tion produces roughly half of the power in each area. This con-
figuration allows the evaluation of potential controller interac-
tions on multiple WTGs. The system now consists of 76 states,
not including the proposed frequency controllers implemented
in the WTGs.

A. 50% Wind Penetration Analysis
Fig. 15 shows the impact on the frequency regulation mode

from the WTG in Area 1 (at Bus 2) and in Area 2 (at Bus 4) in-

Fig. 15. Effect of integrating wind up to 50% in the frequency regulation mode.

Fig. 16. (a) Root Locus plot for the WTG in Area 2 with the WTG in Area
1 enabled with the proposed frequency control ( ). (b) Proposed
frequency control scheme for different wind speeds at 50% wind penetration.
(a) Root locus—WTG in Area 2. (b) System frequency (Hz).

dependently (for 25% penetration) and together (for 50% pene-
tration). It also shows the damping improvement by increasing

for all cases including the 50% wind generation case.
Fig. 16(a) shows the impact of the proposed proportional fre-

quency control on the WTG in Area 2 on the frequency reg-
ulation mode when the proposed controller is already imple-
mented on the WTG in Area 1. Clearly the addition of the two
controllers does not significantly alter the mode. The loss-of-
generator G5 was simulated for the four wind conditions and
the results are shown in Fig. 16(b). The wind condition

is the base case where the WTG is unresponsive to
frequency. A comparison between this case and the other cases
clearly shows an improvement both in the nadir and the settling
frequency.
It can be deduced from the results presented in this section

and those in Figs. 11 and 14 that a higher wind penetration yields
a more responsive frequency regulation of the system, provided
that the wind generation is equipped with the proposed gov-
erning function. This is in part because the inverter-based inter-
faces of WTG are more flexible and can respond quicker than
conventional generation [48].

B. Loss of Wind Generation due to Wind Speed Drop
In addition, for the 50% wind scenario, the responsiveness of

the proposed control to wind variation is illustrated. Consider
the case of dropping the wind velocity from 12 m/s to 9.8 m/s
for the WTG G4 in Area 2. In such a scenario, G4 reduces its
pitch angle to 0 and its power to 6.02 pu, a reduction of almost
8%. The resulting simulation in Fig. 17, shows that the other
WTG G2 with the proposed frequency control enabled, along
with the remaining conventional generation, is able to minimize
the frequency deviations in this disturbance.

C. Variable Wind Speed Case
To further demonstrate the effectiveness of the proposed con-

trol, a case where the wind speed is variable for both wind units
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Fig. 17. Proposed frequency control scheme at 50% wind penetration when a
loss of wind power occurs in G4. (a) System frequency (Hz). (b) Wind speed
(m/s). (c) Power injection by WTGs (pu). (d) Pitch angle (deg).

Fig. 18. Comparison between the proposed frequency control scheme and WT
without frequency control at 50% wind penetration for a non constant (mea-
sured) wind speed as input for the wind generators. (a) System frequency (Hz).
(b) Wind speed (m/s). (c) Power injection by WTGs (pu). (d) Pitch angle (deg).

is considered. The time-varying wind profile for the WTG at
Bus 2 corresponds to a 5-min wind speed measurement while
the wind input for the WTG at Bus 4 is a simulated wind profile
that follows a Weibull distribution [49] (with shape parameter

and scale parameter ). Both of these wind
inputs are shown in Fig. 18(b). Fig. 18(a) shows the frequency
response of the system for the case where the WTGs have no
frequency control and the case where both WTGs have the pro-
posed control. This figure shows that the frequency drops oc-
curring in the system due to wind speed variations are reduced
by the inclusion of the proposed control. In particular, the max-
imum frequency drop occurring in the system during the interval
of 50 and 125 s is improved from 59.67 Hz to 59.86 Hz as the
adjustment of the pitch angle [Fig. 18(a)] increases the power
level [Fig. 18(c)]. In general, The frequency of the system with
the WTGs participating in frequency response is closer to the
nominal value than the case without frequency governing. Note

Fig. 19. Map of the 39-bus, 10-machine New-England reduced system. The
data for this system can be found in [50].

Fig. 20. Frequency responses for the New England 10-machine system.

that the motion of the pitch angles in Figs. 17(d) and 18(d) are
within the 10 capability [28].

D. New England 10-Generator System

A reduced New England system shown in Fig. 19 is used
to illustrate the performance of the proposed wind turbine fre-
quency regulation in a larger system. This system has 39 buses
and 10 generating units [50]. The total generation of the system
is around 62 pu, in a base of 100 MVA, and the loss of genera-
tion event is the trip of the generator at Bus 2, which represents
a loss of about 4% of the total generation.
To achieve 50% of wind penetration the synchronous ma-

chines at Buses 10, 19, 20, 22, and 23 were replaced by WTGs
of the same size. Four cases to study the frequency response of
the system were considered. The first, in Fig. 20 (blue), is the
system without wind turbines and shows a response similar to
recorded unit trip events in New England [51]. The second case,
in Fig. 20 (green), shows the response of the system at 50%wind
penetration when the wind units are not responsive to frequency
fluctuations. Note that at this conditions the frequency response
of the system is greatly deteriorated. Fig. 20 (red) shows the
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third case in which the proposed steady-state frequency con-
trol was included on all 5 WTGs. Note that the frequency re-
sponse performance of the system is restored. In fact, the fre-
quency nadir is improved and the settling frequency is slightly
higher than that in the no wind-turbine system. For this case
the gain was adjusted to 25 to both achieve a reason-
able settling frequency value and reduce the natural oscillations
of the remaining generators of the system. Finally, the case in
Fig. 20 (cyan) shows the frequency response of the systemwhen
the proposed controller, including the transient part of inertia
emulation control, is included in the WTGs of the system. For
this case it is observed that the transient controller objective is
accomplished because the frequency nadir performance of the
system is further improved.

VI. CONCLUSIONS
This paper analyzes how integrating Type-3 WTG affects the

system frequency response of a test power system. The analysis
presented are performed using a realistic production gradeWTG
model [28]. It shows that integrating wind generation without
frequency control deteriorates the frequency response and that
the frequency regulation of this test system ismainly determined
by the frequency-regulation mode, which is affected by wind
integration.
A control to mitigate the effects of wind integration on system

frequency response is proposed. The control requires operating
the WTG in a deloaded manner through blade pitching. Root-
locus analyses based on small-signal models provide the insight
in control parameter tuning to achieve a stable controller design.
Results presented in this paper indicate that including proper
frequency regulation controls in wind generation improves con-
siderably the frequency response of the system. This is due to
the fact that wind generation interfaces with the grid through
power electronics, allowing a faster and more flexible control
of the power output. The paper hence provides a pathway for
WTG to provide frequency response should they are required to
do so. The results of this paper are further validated in a larger
system with 10 generating units.
Future work will include evaluating the effects of integrating

Type-4 WTG on a power system and comparing them with the
design results of Type-3 WTGs. Higher values of wind penetra-
tion will also be tested. In addition, the implementation of the
control on individual wind turbines, including considerations of
communication schemes, need to be investigated.
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